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Not all possible variables that might influence the dependent variable can be 
included if the analysis is to be successful; some cannot be measured, and others 
may make little difference.30 If a preliminary analysis shows the unexplained 
portion of the multiple regression to be unacceptably high, the expert may seek 
to discover whether some previously undetected variable is missing from the 
analysis.31

Failure to include a major explanatory variable that is correlated with the 
variable of interest in a regression model may cause an included variable to be 
credited with an effect that actually is caused by the excluded variable.32 In gen-
eral, omitted variables that are correlated with the dependent variable reduce the 
probative value of the regression analysis. The importance of omitting a relevant 
variable depends on the strength of the relationship between the omitted variable 
and the dependent variable and the strength of the correlation between the omit-
ted variable and the explanatory variables of interest. Other things being equal, 
the greater the correlation between the omitted variable and the variable of inter-
est, the greater the bias caused by the omission. As a result, the omission of an 
important variable may lead to inferences made from regression analyses that do 
not assist the trier of fact.33

discrimination), cert. denied, 504 U.S. 913 (1992). Whether a particular variable reflects “legitimate” 
considerations or itself reflects or incorporates illegitimate biases is a recurring theme in discrimination 
cases. See, e.g., Smith v. Virginia Commonwealth Univ., 84 F.3d 672, 677 (4th Cir. 1996) (en banc) 
(suggesting that whether “performance factors” should have been included in a regression analysis was 
a question of material fact); id. at 681–82 (Luttig, J., concurring in part) (suggesting that the failure of 
the regression analysis to include “performance factors” rendered it so incomplete as to be inadmis-
sible); id. at 690–91 (Michael, J., dissenting) (suggesting that the regression analysis properly excluded 
“performance factors”); see also Diehl v. Xerox Corp., 933 F. Supp. 1157, 1168 (W.D.N.Y. 1996).

30.  The summary effect of the excluded variables shows up as a random error term in the regres-
sion model, as does any modeling error. See Appendix, infra, for details. But see David W. Peterson, 
Reference Guide on Multiple Regression, 36 Jurimetrics J. 213, 214 n.2 (1996) (review essay) (asserting 
that “the presumption that the combined effect of the explanatory variables omitted from the model 
are uncorrelated with the included explanatory variables” is “a knife-edge condition . . . not likely 
to occur”).

31.  A very low R-squared (R2) is one indication of an unexplained portion of the multiple 
regression model that is unacceptably high. However, the inference that one makes from a particular 
value of R2 will depend, of necessity, on the context of the particular issues under study and the 
particular dataset that is being analyzed. For reasons discussed in the Appendix, a low R2 does not 
necessarily imply a poor model (and vice versa).

32.  Technically, the omission of explanatory variables that are correlated with the variable of 
interest can cause biased estimates of regression parameters.

33.  See Bazemore v. Friday, 751 F.2d 662, 671–72 (4th Cir. 1984) (upholding the district court’s 
refusal to accept a multiple regression analysis as proof of discrimination by a preponderance of the 
evidence, the court of appeals stated that, although the regression used four variable factors (race, 
education, tenure, and job title), the failure to use other factors, including pay increases that varied by 
county, precluded their introduction into evidence), aff’d in part, vacated in part, 478 U.S. 385 (1986).

Note, however, that in Sobel v. Yeshiva University, 839 F.2d 18, 33, 34 (2d Cir. 1988), cert. denied, 
490 U.S. 1105 (1989), the court made clear that “a [Title VII] defendant challenging the validity of 
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